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AMPS

● Fast Publish/Subscribe Solution
● High Performance Content Filtering
● Filters resemble SQL-92 + Xpath
● Sub-microsecond processing latencies
● Capacity to do >1M messages/sec/core

Example subscription filters:

• /FIXML/Order@Sym = “IBM” and 
•     /FIXML/Order/OrdQty@Qty >= 5000

• /55 = “IBM” and /35 in (‘D’, ‘C’)

XML:

FIX:

file:///FIXML/Order/OrdQty@Qty
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AMPS

● State of the World (Database)
● Content filtered queries
● Atomic query + subscribe
● Message deltas (both in and out)
● Focus Tracking
● Analytics Engine (Real-time Aggregation)
● Parallel and lock-free design
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Analytics Engine (Real-time Aggregation)
• Projects one topic into another

● Think: Real-time SQL-92 “View”
Example:

• Project:  
● /11 as /customer
● /55 as /symbol
●sum(/14 * /99)/sum(/14) AS /vwap

• GroupBy:  /11, 55
• New Topic Name:  VWAP

This:
• 11=c01;55=INTC;14=1000;99=34.50;
• 11=c01;55=INTC;14=5000;99=34.75;
• 11=c01;55=INFA;14=100;99=18.75;

Becomes:
• customer=c01;symbol=INTC;vwap=34.70833;
• customer=c01;symbol=INFA;vwap=18.75;
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Achieving Killer Performance

●Cache aware data structures
●NUMA awareness

• Threads
• Memory
• PCIe IO Devices (network and storage)
• Intra and Inter package communication 

latency 
●Lock-free concurrency
●Generic is almost always a loser
●Only share static data
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Understanding NUMA Memory Performance

$watch -n1 numastat
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Cache Aware Data Structures

cas vs fetch_and_add
less shared state
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Advice

●Experiment
●Read and Learn

• Dave Dice Blog
• https://blogs.oracle.com/dave/entry/numa_aware_

reader_writer_locks
●Portable Hardware Locality (hwloc)

● lstopo    – display system topology
● numactl – control NUMA policy
● numstat – observe cross-node memory requests   
● libnuma – control affinity of threads and memory 

●Design with non-uniform access in mind
• Locality of threads and memory is critical so 

design processing paths accordingly
• Try to reduce inter-package communication 

especially wrt memory access patterns
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AMPS

Slides will be available on our blog at 
http://crankuptheamps.com 

Come see us at future conferences where 
we will share techniques and things we 
think about when delivering top tier 
performance.

Thanks!
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